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• Increase comms robustness/reliability

– above & under-water challenged environment
– wi-fi, satellite, uam’s
– AUV’s buoys, ships

• Common infrastructure
– develop applications once
– do not burden oceanographer with details
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• Works in challenging comms environment (acoustic,etc)

– Multi-path, low BW, power conservation, etc.

• Reduce application development time by providing 
consistent/easy API for comms

• Work seamlessly over a variety/multitude of platforms ( 
AUVs, buoys, ships) including both laptops (on ships) 
and low power and small packaging (on moorings).

• Initial features of interest to oceanography:
– UDP-DTN tunnel to support existing data delivery apps
– Transparent multi-hop file transfer to/from platforms
– Data tree mirroring where different parts of tree have different

characteristics (comm-link, priority, BW-limits)
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RVTEC’s SWAPRVTEC’s SWAP

http://sssg1.whoi.edu/swap

• WIFI comms btwn ships, shore, and buoys
• 60 current installations {UNOLS}
• Works well w 2 or 3 node, major routing 

problems with more than this.
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• x86-based SBC’s with 802.11b WiFi
– (ships/shore have 1 or 2 omni’s)

• HostAP with WDS
• Auto IP address assignment (Aladin)
• Routing using OSPF
• Observations

– works for 2-node case
– cycle during intermittency:

• WDS links -> IP assignment -> reroute
• WDS links are p2p:  O(n2) adjacencies
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• Kevin’s 2nd/3rd shift job for July
• Same hardware as original SWAP H/W
• Other changes

– Operates WiFi in Ad-hoc mode
– Includes AODV routing [w/Gateways]
– Includes dtn daemon + storage

• Added ntpd, dtntunnel, dtnd, dnsmasq, 
pptpd as standard part of the SWAP2 
package
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Comment on MANETComment on MANET
• Ship connectivity

– all (can) have SWAP Wi-Fi
– only a few have Internet {HighSeasNet}

• Want ad-hoc net among ships
– should be easy
– but need multi-homing and gw discovery

• Started with Uppsala’s aodv
– “supports” gateways
– a few unresolved issues remain

• [e.g. IP-IP MIP encapsulation issue]
– (your good idea here; MIT’s roofnet?)
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• Reliable data delivery from a MV ferry
• SWAP & SWAP2 installed in 3 locations
• Science instruments up and running w 

SWAP, website is live.
• SWAP2 is currently being tested
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Swap 
removed
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DTN on PC
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• Bandwidth limits for dtntunnel (so links are not 

overwhelmed after down for some time)
• More convergence layers (Cellphone, IRIDIUM, 

Acoustic Modem)
• Alternative to TCP for transport

– UDP with erasure coding?
• Routing based on $$$
• Bandwidth, priority, and link control at 

application (dtntunnel) layer.
• More intuitive ‘dtnping’ operation
• UDP multicast for dtntunnel
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• Multi-platform / Multiple PI logistics support
• Recently completed
• 6 ships, 57 moorings, 25 PIs
• 2 (larger) ships as Satcom / WIFI gateways
• Moorings, gliders, ships, AUVs, aircraft.
• C-band, Ku-band, 802.11, low-speed RF, 

underwater acoustic comms, Iridium.
• Linux laptops run mirrored websites on all ships. 

Currently employs rsync in very controlled 
manner. DTN would provide a scalable solution 
for a future implementation.
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rsync v DTNrsync v DTN
• rsync goodness

– compression, bw limitation
– efficient block differencing
– regular unix application

• rsync downsides
– TCP/IP only
– no routing
– no CoS or timeout notion

• might be useful as DTN CL
– in TCP/IP environments at least
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